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1. 개요

본 장에서는 VR과 360도 카메라를 이용한 실시간 스트리밍 원격제어 차량 시스템에 대한 요구사 항의 총괄 개요를 제공한다. 즉, 현장감 있는 원격의 차량 운전 시스템인 VICER의 목적과 범위, 정의 사항, 참고 자료, 그리고 본 문서의 개요를 소개한다.

1.1 목적

본 프로젝트의 목적은 VR과 360도 카메라를 이용한 실시간 스트리밍 원격제어 차량 시스템 구축을 하는데 그 목적이 있다.

본 프로젝트는 기존의 무선조종 RC카가 제공하는 2D영상의 한정된 시야를 극복하고 36 0도 카메라를 이용하여 4D영상을 실시간으로 송신 받아 운전자에게 사방의 상황을 제공 한다.

또한, 현재 시장에 출시되어 있는 원격제어 제품(드론, 무선조종 RC카)들의 P2P 통신방 식의 한계인 거리 제약을 극복하기 위해 소켓서버를 통한 실시간 제어를 구현함으로써 거리 의 제약 없이 지구반대편에서도 이용 가능하다.

프로젝트를 진행하기 위해 아래의 사항을 구체적으로 명시하고 구현할 것이다.

(1) Unity Engine을 활용하여 app device를 원격 운전자에게 제공

(2) Samsung gear 360 SDK를 활용하여 영상 스트리밍을 구현하고 원격 운전자는 gear VR를 장착하여 이를 보게되므로, 현장감 넘치는 실시간 3D 운전 영상을 제공

(3) 원격 운전자는 컨트롤러(핸들, 페달, 기어)를 사용하여 실내에서 원격으로 차량을 제어

(4) 차량 소유주와 원격 운전자에게 App 제공

(5) DB에 있는 차량 소유주의 일련번호를 OTP 인증방법을 이용하여 원격 운전자에게 제공함으로써 보안 강화

1.2 범위

본 요구사항 명세서에는 차량에 360도 카메라를 부착하고, 차량과 원격으로 연결된 컨트롤러를 통해 사용자가 운전을 하면, 카메라를 통해 촬영되는 운전하는 차량의 상황을 VR 기기를 통해 실시간으로 스트리밍 할 수 있는 시스템의 구현 기술에 대해 기술하고 있다. 사용자는 어플리케이션을 통해 자신의 정보와 차량 정보를 입력 후 회원 가입을 하고, 로그인을 한다. 어플리케이션은 사용자가 입력하는 차량의 시리얼 넘버를 통해 해당 차량과 컨트롤러를 연결시키고, 차량에 부착된 360도 카메라가 실시간으로 촬영하는 차량 주변의 모습을 스트리밍 해준다. 스트리밍 되는 영상은 VR기기를 통해 사용자가 확인하면서 컨트롤러를 제어하는데, 이것은 직접 차 안에서 운전을 하는 듯한 현장감을 제공하게 된다. 본 프로젝트 개발 진행에 있어 다음과 같은 범위를 둔다.

1. **어플리케이션을 이용하는 사용자 판단**: 사용자가 어플리케이션 이용을 위해 입력하는 정보들, 이를테면 이름, 전화번호, 차량 번호, 시리얼 번호 등은 요청 시, 어플리케이션과 연동된 WAS에서 DB에 접속하여 그것들을 저장하거나, 다른 정보들과 비교하거나, 이에 응답해준다.
2. **차량과 컨트롤러의 연결**: 사용자가 입력한 시리얼 번호를 토대로 하여, 어플리케이션은 블루투스를 통해 차량과 컨트롤러를 서로 연결시킨다.
3. **촬영되는 영상의 전송**: 차량에 부착된 360도 카메라에서 촬영된 정보가 영상 스트리밍을 위한 서버로 전송되면, 서버는 이 정보를 바로 안드로이드 어플리케이션 상으로 전달한다. 어플리케이션은 이 영상을 3D로 전환시킨다.
4. **영상의 현장감 전달**: 사용자가 어플리케이션 상에서 VR 버튼을 누르면, 어플리케이션은 전환시킨 3D 영상을 실시간으로 스트리밍 해준다. 사용자는 VR 기기를 장착하고, 스마트폰을 통해 스트리밍 되는 영상을 보며 운전한다.
5. **원격 차량 제어:** 사용자가 컨트롤러를 사용하면, 컨트롤러가 감지하는 정보들은 차량 제어를 위한 Control 서버로 전송된다. 이 서버는 게이트웨이 역할을 하면서, 받은 정보들을 차량으로 넘겨주고, 이 정보들은 차량의 Steer과 Wheel Motor를 동작시킴으로써 사용자는 차량을 제어하게 된다.

1.3 관련 문서

|  |  |
| --- | --- |
| **출판사** | **문서 제목** |
| 위키북스 | 절대강좌! 유니티 5 |
| 한빛아카데미 | 안드로이드 프로그래밍 |
| 한빛미디어 | 초보자를 위한 유니티 5 입문 : 설치에서 3D와 2D 게임까지 |

[Table 1] 관련 문서

1.4 용어 및 약어

|  |  |  |
| --- | --- | --- |
| **용어 및 약어** | **풀이** | **비고** |
| WAS | Web Application Server, 웹 애플리케이션과 서버환경을 만들어 동작시키는 기능을 제공하는 소프트웨어 프레임워크, 웹 애플리 케이션 서버는 동적 서버 콘텐츠를 수행하는 것으로 일반적인 웹 서버와 구별됨 |  |
| MTU | ㅇ 어떤 데이터링크에서 하나의 프레임 또는 패킷에 담아 운반 가능한 최대 크기  - 수용 가능한 상위 계층 데이터(헤더 포함된 전체 싸이즈)의 크기 |  |
| 스티칭기법 | 영상을 이어 붙이는 기법, 앞,뒤,좌우,위,아래의 모든 모습이 나오는 360도 영상을 위한 방법 |  |
| VICER | VR(Vritural Reality)과 ICE(Information and Communication Engineering)의 합성어, 원격 차량 제어 시스템의 이름이자 팀명 |  |

[Table 2] 약어 및 용어

1. 시스템 구성

2.1 전체 시스템 구성도

2.2 통신 구성도

2.3 하드웨어 구성도

1. 기능 설명

3.1 Controller

3.2 RC CAR

3.3 Server

3.4 Application

3.4.1 User Application

사용자는 RC Car를 제어하기 위해 자신 소유의 Controller와 휴대폰을 연결하여야 하고 서버로부터 전송되는 영상 Frame을 GearVR을 통해 볼 수 있다.

3.4.2 Gear 360

1. 기능 동작

본 장에서는 VR과 360도 카메라를 이용한 실시간 스트리밍 원격제어 차량 시스템의 요구사항을 인터페이스 요구사항, 시스템 기능적 요구사항, 그리고 사용자 요구사항으로 구 분하여 기술하고 본 프로젝트인 원격지에서 생동감 있게 운전을 할 수 있는 360도 카메라를 이용한 실시간 스트리밍 원격제어 차량 시스템의 제한사항과 한계점에 대해 기술한다.

4.1 인터페이스 요구사항

VR과 360도 카메라를 이용한 실시간 스트리밍 원격 제어 차량 시스템은 여러가지 인터페이스들을 고려해야 한다. 먼저 VR과 360도 카메라를 이용한 실시간 스트리밍 원격 제어 차량이란 360도 카메라로 촬영한 영상을 사용자의 어플리케이션으로 보내 VR로 장착하여 실시간으로 해당 영상을 보는 기술을 말한다. 이 시스템에 필요한 여러가지 인터페이스들을 기술한다.

4.1.1 시스템 인터페이스 기능

• 사용자 인터페이스

1. 운전대 연결
2. 차량을 운전하기 위해 운전대 조작
3. 차량의 상황을 보기위한 영상 어플리케이션을 VR에 장착
4. 차량 운전 및 종료

|  |  |
| --- | --- |
| 사용자 인터페이스 요구사항 | |
| 데이터 형식 | 텍스트, 이미지, 동영상 등 |
| 사용 가능 기능 | 기본적인 운전, 운전상황 정보 습득 |
| 사용 불가능 기능 | 기어 변속으로 인한 속도 조절 |

[Table 3] 사용자 인터페이스 요구사항

4.1.2 하드웨어 인터페이스 요구사항

|  |  |  |
| --- | --- | --- |
| 이름 | 수량 | 데이터 형식 |
| 컴퓨터 | 1대 | Byte |
| 스마트폰 | 2대 | Char, Byte |
| 컨트롤러(운전대) | 1대 | Char |
| RC Car | 1대 | Char |
| 360도 카메라 | 1대 | Byte |

[Table 4] 하드웨어 인터페이스 요구사항

차량 조절 메시지와 실시간 영상 스트리밍 프레임을 보내주기 위한 중계자 역할 서버 컴퓨터 1대, 360도 영상을 찍어주는 360도 카메라 1대, 찍은 영상을 실시간으로 보내주는 어플리케이션, 해당 영상을 받아서 보는 어플리케이션을 사용하기 위한 스마트폰 2대, 차량을 제어할 운전대 1대, 차량 1대가 필요하다.

4.1.3 소프트웨어 인터페이스 요구사항

|  |  |
| --- | --- |
| 소프트웨어 인터페이스 요구사항 | |
| 구현 환경 | Python3, Arduino, Unity,  Android Studio, Spring, Java, C# |
| 인터페이스 목적 | 영상정보 제공, 차량 제어, 로그인 서비스 |
| 데이터 형식 | 텍스트, 이미지, 동영상 등 |
| 운영체제 | Ubuntu |
| 데이터 베이스 | Oracle |

[Table 5] 소프트웨어 인터페이스 요구사항

차량 조절 메시지와 실시간 영상 스트리밍 프레임을 보내주기 위한 중게자 역할 서버 컴퓨터를 Python3의 환경에서 개발, 차량과 차량을 제어하는 운전대를 Arduino 환경에서 개발, 360도 카메라에서 찍은 영상을 서버로 보내주는 것을 Android Studio 환경에서 Java로 개발, 영상을 서버로부터 받아서 보는 것을 Unity 환경에서 C#으로 개발, 로그인과 차량 시리얼 번호 인증을 Spring의 환경에서 개발하였다.

4.1.4 네트워크 인터페이스 요구사항

|  |  |
| --- | --- |
| 네트워크 인터페이스 요구사항 | |
| 메시지 형식 | 텍스트, 동영상 등 |
| 프로토콜 | TCP/IP, HTTP, 근거리 P2P |
| 사용자 인증 | 있음 |
| 제한 사항 | 네트워크 연결 없는 경우 서비스 사용 불가 |

[Table 6] 네트워크 인터페이스 요구사항

TCP/IP 프로토콜은 실시간 영상 스트리밍 기술과 차량 제어 기술 구현 시에 사용, HTTP 프로토콜은 사용자 인증 기술 구현 시에 사용, 근거리 P2P 프로토콜(블루투스)는 차량을 제어하려는 운전대 기술 구현 시에 사용하였다.

4.2 사용자 요구사항

본 장에서는 Gear360와 스마트폰 간의 실시간 3D 영상 스트리밍 기술을 활용하여 현장감을 제공하는 시스템과 이를 사용하는 서비스 객체를 위한 사용자 요구사항을 기능적 요구사항, 비기능적 요구사항으로 구분하여 기술한다.

4.2.1 사용자 기능적 요구사항

|  |  |  |
| --- | --- | --- |
| **기능** | **상세 내용** | **출처** |
| **거리제약 없는 제어** | **사용자(컨트롤러) / 차량 간 거리의 문제**  본 시스템의 사용자는 인터넷(wifi)접속이 가능한 장소에서 어플을 실행만 시킨다면 어디에서나 차량에 접속하여 제어를 할 수가 있다.  (본 프로젝트의 차량은 LTE HOTSPOT을 활용하여 네트워크에 접속 되어있기 때문에 지구상 어디라도 제어를 받을 수 있다.) |  |
| **현장감 제공** | **3D영상을 활용한 영상 스트리밍**  본 시스템의 사용자는 Gear360 카메라로 촬영한 3D영상을 수신 받고 이를 사용자가 착용한 Gear VR을 통해 제공받음으로써 타 제품과는 차별화된 현장감을 제공한다. |  |
| **회원,차량 관리 시스템** | **회원, 차량 관리를 위한 데이터베이스**  본 시스템은 사용자가 본인 식별과 소유 차량식별 및 접근을 용이하게 하기위해 back-end 웹서버를 활용하였다. 사용자는 회원가입, 로그인을 통해 일전에 등록한 차량으로 접근이 가능하다. |  |

[Table 7] 사용자 기능적 요구사항

4.2.2 사용자 비기능적 요구사항

|  |  |  |
| --- | --- | --- |
| **분류** | **상세 내용** | **출처** |
| **신뢰성** | - 다른 통합 개발 환경으로 재현이 불가능한 VR영상을 세계에서 검증된 Unity Engine을 통해 구현하였다.  - 자바 플랫폼을 위한 오픈소스 애플리케이션 프레임워크인 Spring을 사용하여 안 드로이드와 연동을 통해 데이터베이스로 접근 시 보안적인 이슈를 해결 할 수 있 으며 쉽게 App과 Web간의 통신이 가능하다. |  |
| **성능** | - Oculus Utility(Unity)를 활용하여 VR영상 제공한다.  - Samsung gear 360 SDK를 활용한 실시간 영상 스트리밍을 구현한다.  - 기존의 웹캠이 전송하는 평면 이미지가 아니라 영상을 360도 카메라의 스티칭 기법을 사용하여 3차원 이미지를 송⋅수신 한다.  - P2P통신을 대체한 Socket Server/Client를 통신에서의 거리 제약을 해결하였다. |  |
| **지원성** | - 누구나 쉽게 접할 수 있게끔 스마트폰 어플리케이션의 개발로 진입장벽을 낮추었다. |  |

[Table 8] 사용자 비기능적 요구사항

4.3 시스템 구현의 제한사항

1. 현재 무선 통신망의 대역폭으로는 송⋅수신 하는 영상의 사이즈로 인한 지연
2. 서버로 전송하기 위해 프레임 압축으로 인한 지연

위 두가지의 이유로 인해서 본 시스템은 차량 주변에서 발생하는 시간과 사용자가 이를 영상으로 수신 받는 시간과의 차이가 0.4초 정도의 지연이 발생을 한다.

차량의 속도가 낮을 경우에는 사용자의 체감상 불편함을 느끼지 못하지만, 속도가 빠를 경우에는 사용자가 차량을 제어하는데 불편함을 느끼게 된다.

1. 가상 시나리오

본 장에서는 Samsung Gear 360 카메라, 차량에 원격으로 연결된 컨트롤러, VR 기기, 핸드폰 어플리케이션, 실시간 스트리밍 기술을 이용한 스마트 원격제어 차량 시스템의 가상 시나리오를 통한 적용 가능 범위를 나타낸다. 본 시스템은 사람이 하기 어려운 작업 환경에서, 현재 대폭적으로 증가하고 있는 미래 기술인 자율 주행 차량의 테스트를 위해서, 실시간 스트리밍 시장과 VR 시장에서의 획기적인 아이템으로서 쓰인다고 가정한다.

5.1 유해 물질 위험 구역에서의 VICER

Tony는 산업 폐기물 현장에서 현장의 방사능을 체크하고 정리하는 작업자이다. 그는 매 주 작업복을 단단히 갖춰 입고서 현장에 투입되지만, 그는 그의 건강이 여간 의심스럽다. 회사는 이에 대한 해결 방안으로써 작업자들의 건강과 좀 더 편리한 현장 작업을 위해 방사능 체크를 하는 자율주행 자동차를 구입하기로 하였다. 그러나 자율주행 자동차가 작업을 대신하게 되면, Tony는 일자리를 잃게 된다. 회사는 고민 끝에 VICER의 원격 차량 제어 제품을 이용하기로 하였다. VICER의 제품은 원격으로 차량을 제어하면서 방사능 수치 체크를 해주는 자동차였다. 산더미로 쌓여 있는 산업 폐기물들을 이리저리 잘 피해 갈 수 있는 것은 360도 카메라로 촬영되는 영상을 실시간으로 받아보면서 작업자들이 직접 원격으로 운전을 하기 때문이었다. Tony는 더 이상 작업복을 입으면서도 유해 물질에 노출될 걱정을 할 필요가 없게 되었다. 그리고, 기계로 인해 일자리를 잃게 된 것이 아니라, 훨씬 더 편안하고 쾌적한 환경에서 작업을 할 수 있게 되었다. 회사는 사원들의 만족도와 일의 효율성을 종합하여 볼 때, VICER의 제품이 쓰일 또 다른 곳은 없는 지 곰곰히 생각하게 되었다.

5.2 자율 주행 차량 테스트를 위한 VICER

자율 주행 차량을 개발한 회사 King은 자율 주행 차량 테스트를 위해 고민 중이다. 앞 다퉈 자율 주행 차량을 내 놓은 타 회사들의 테스트 현장에서, 자동차 테스트를 위해 인간을 탑승하게 하는 것에 대한 윤리적 문제와 그로 인한 사망 사고가 많았기 때문이다. 그러던 중, VICER가 개최한 신기술 포럼에서, 자동차에 부착된 360도 카메라가 촬영하는 차량 주변 영상을 실시간으로 스트리밍하여 VR기기를 통해 볼 수 있는 기술을 소개하는 것을 보게 되었다. King은 이것을 자율 주행 차량 테스트에 접목시키기로 하였다. 자율 주행 차량 테스트를 위해서, King은 차량에 360도 카메라를 달았고, 핸드폰 어플리케이션을 통해서 360도 카메라가 촬영하는 자율 주행 차량 운전 영상을 보면서 그것을 테스트할 수 있게 된 것이다. 차량의 알고리즘이 사고를 냈다면, 그것을 바로 해결할 수 있다는 장점이 있었기 때문에 , King은 자신들이 차량을 테스트 하는 것으로 인하여 또 다른 인명피해나 사고가 일어나는 것에 대한 두려움과 불안함을 덜 수 있었다. 결과는 성공적이었다. King은 자율 주행 차량에 사람을 탑승 시키지 않은 것에 대한 윤리적 만족감을 느꼈고, 자율 주행 차량이 운전하는 모습을 운전자의 입장에서 확인해 볼 수 있어서, 다음 자율 주행 차량 설계를 위한 학습으로의 효과를 느끼기도 했다.

5.3 문화 산업 분야에서의 VICER

평소, 카레이싱에 관심이 많았던 학생 Justin은 무서운 속도와 함께 그와 관련된 카레이싱 사고에 대한 두려움 때문에 쉽게 도전하지 못하고 있었다. 그러던 어느 날, Justin은 테마파크에서 VR 기기를 이용한 원격 자동차 주행 놀이기구를 접하게 되었다. 자동차와 원격으로 연결된 컨트롤러를 이용하면서, 차량 주변의 상황을 360도 방면에서 촬영한 영상을 VR기기를 통해 실시간으로 확인하며 운전하는 방식이었다. 이것은 Justin이 이전에 이용했던 ‘범퍼카’나, 다른 VR 운전 놀이기구와는 확연히 다른 방식의 놀이기구였다. Justin은 이 놀이기구를 통해서, 자신이 실제로 운전하는 것과 같은 긴장감과 재미를 느꼈다. Justin은 소셜 커머스 사이트에서, 티켓을 싸게 구입하여 놀이기구를 자주 이용하였고, 아무리 이용하여도 큰 부상과 같은 사고가 일어나지 않는다는 점에서 큰 매력을 느꼈다.

1. 프로젝트 세부추진계획 및 세부일정

|  |
| --- |
|  |